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Abstract

We consider the Fredholm determinant associated with two Hamiltonians H and
H0. If these have discrete spectra with eigenvalues En and En0 respectively, then the
Fredholm determinant, as a function of a complex variable z, is Det [(z −H)/(z −H0)] ≡Q

n
[(z −En)/(z −En0)]. This object contains information on the spectra of the op-

erators H and H0 which we take to be Dirac Hamiltonians appropriate to one spatial
dimension. The Pauli matrices bσi (i = 1, 2, 3) are used as a representation of the
Dirac gamma matrices.

An expression for the Fredholm determinant is derived when the term in H
involving the mass has a variation with position, x, of the form b∆(x) ≡ ∆2(x)bσ2 +
∆3(x)bσ3. We consider the general case b∆(−∞) 6= b∆(∞) and when this holds, the
Hamiltonian is said to possess a topological mass term. The mass term in H0 is
taken to have the same asymptotic limits as b∆(x) but different local behaviour.
We find that the Fredholm determinant can be compactly expressed in terms of
the 2 × 2 matrices characterizing the asymptotic spatial properties of the Green’s
function 1/(z −H).

There are applications of this work to systems involving Fermions coupled to
topological solitons. Examples of these have been studied in quantum field theory
and condensed-matter physics. In the latter case, a Dirac-like equation may arise
as an approximate description of non-relativistic Fermions; the mass term usually
having the interpretation as an order-parameter field.



1. Introduction

The Fredholm determinant associated with two first-quantized Hamiltonians, H and H0

is1

D(z) = Det

µ
z −H

z −H0

¶

= exp

µZ ∞
−∞

dE ln (z −E) [ρ (E)− ρ0 (E)]

¶
 z complex (1.1)

where [ρ (E)− ρ0 (E)] is the difference in density of states of the two operators:

ρ (E)− ρ0 (E) = Tr [δ (E −H)− δ (E −H0)] . (1.2)

If the Fredholm determinant is known as a function of the complex variable z it may be
used to obtain spectral information on H and H0. For example it is possible to determine
the scattering amplitude, the difference in the density of states [ρ (E)− ρ0 (E)] and the
difference in free energies associated with H and H0. In general, if ρ0 (E) is known, any
spectral quantity of H that is independent of the eigenvectors of H may also be found.
In the case where both H and H0 have purely discrete spectra (e.g. for systems

defined in a finite region of space), the Fredholm determinant can be written in terms of
the eigenvalues En (En0) ofH (H0) as

Q
n(z−En)/(z−En0). In this case, if no eigenvalues

of H and H0 coincide, full information on the spectra of H and H0 may be obtained since
e.g. eigenvalues of H (H0) correspond to zeros (poles) of D(z). In the present work we
deal with systems defined on an infinite region of space, where the Hamiltonians generally
have both continuous and discrete eigenvalues.
The operators H and H0 may be regarded as matrices of infinite size and from this

viewpoint, the Fredholm determinant D(z) is the determinant of the infinite matrix
(z −H) / (z −H0). D(z) therefore appears to be a formidably complicated quantity,
however, it was shown in a previous work [1], that the Fredholm determinant associated
with a Dirac Hamiltonian appropriate to one spatial dimension could be expressed in
terms of the determinant of a finite matrix. The Hamiltonian dealt with in [1] possessed
a spatially varying potential and in a “stratified” system where the potential has a piece-
wise constant variation, the finite matrix, and hence the Fredholm determinant, can be
found in closed form.
In the present work we investigate a related problem, namely the Fredholm deter-

minant of a Dirac operator also acting in one-dimension; here without a potential but
possessing a spatially varying mass term. We take the mass term in H to have the form2b∆(x) = ∆2(x)bσ2 +∆3(x)bσ3 (1.3)

where bσi (i = 1, 2, 3) are the Pauli spin matrices (which may be used as a 2 × 2 rep-
resentation of the Dirac gamma matrices in one spatial dimension) and x is the spatial
coordinate. In contrast to [1], we do not consider the problem defined on a finite interval
of the x-axis but on the infinite interval (−∞,∞).
A mass term falling into the class of (1.3) has been investigated in the context of

fractionally charged solitons in quantum field theory [2], it also appears rather naturally

1Throughout this work we use Det and Tr to denote the determinant and trace of infinite matrices
(first quantized operators). For the 2× 2 matrices appearing in this work, we denote these quantities by
det and tr.

2As an aid to the identification of the 2× 2 matrices in this work, we have labelled them with a caret,b. Exceptions to this rule are first quantized operators such as H, which contain an operator content as
well as being matrices.
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in the condensed matter physics of Fermions3 coupled e.g. to solitons in linear molecules
[3], vortices in superconductors [4] and domain walls in superfluid 3He [5].

All of the examples just listed may have b∆(+∞) 6= b∆(−∞) and we call any b∆(x)
with this property a “topological mass term” since it splits the x-axis into two separate
regions which can only be converted to single region by an rearrangement of b∆(x) over
an infinite distance.
We obtain in this work an expression for the Fredholm determinant when the two

operators H and H0 have mass terms with the same asymptotic behaviour. Thus if b∆0(x)
is the mass term of H0 then we shall restrict ourselves to the caseb∆(+∞) = b∆0(+∞),

b∆(−∞) = b∆0(−∞). (1.4)

The necessity for this restriction will become apparent in section 3. To keep the cal-
culations general, we will assume that b∆(+∞) and b∆(−∞) have no relation between
them4.
Central to our calculation of the Fredholm determinant is the determination of the

Green’s functions

G =
1

z −H
, G0 =

1

z −H0
, z complex, (1.5)

since it follows from Ref.[7] that

d

dz
lnD(z) =

d

dz
lnDet

µ
z −H

z −H0

¶
=

d

dz
Tr ln

µ
z −H

z −H0

¶

= Tr

µ
1

z −H
− 1

z −H0

¶
= Tr (G−G0) .

(1.6)

A suitable representation for the Green’s functions will be derived in section 2 of
this work. In section 3 the Green’s functions will be used to obtain an expression for
the Fredholm determinant. The expression obtained depends only on the finite (2 × 2)
matrices characterizing the asymptotic properties of the Green’s functions.
Throughout the work the natural constants of c and h̄ are set to unity. Furthermore,

the relationship between trace and determinant of a matrix: tr ln ≡ ln det will be freely
used for both finite matrices and those of infinite size (first-quantized operators) .

2. Determination of the Green’s function

We regard operators such as H as acting in a space of bras and kets; thus the coordinate
representation of the Green’s function is hx|G|x0i ≡ bG(x, x0), the 2× 2 matrix structure
of bG being left implicit.
The form we take for H is

H = pxbσ1 + b∆(x) (2.1)

where px is the momentum operator and b∆(x) is given by (1.3). The equation of motion
for bG(x;x0) is the coordinate representation of (z −H) ·G = 1, i.e.³

z −
h
−i∂xbσ1 + b∆(x)i´ bG(x;x0) = δ (x− x0) . (2.2)

3A Dirac-like Hamiltonian often arises as an approximate Hamiltonian of non-relativistic Fermions;
the mass term present usually has the interpretation as an order-parameter field.

4A problem where there is effectively no relation between the asymptotic limits of b∆ is the A-B phase
boundary of superfluid 3He [6] where the A and B phase order parameters lie in different symmetry classes.
The principle difference with the A-B phase boundary and the problems considered in the present work
lies in the dimension of the matrices used: for the A-B phase boundary matrices of size 4×4 are required.
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By multiplying through by −ibσ1 we obtainh
∂x − bN (x)

i bG(x;x0) = −ibσ1δ (x− x0) (2.3)

where bN (x) = ibσ1 hz − b∆(x)i . (2.4)

Let us introduce a “transport matrix” cM(x) defined by5h
∂x − bN (x)

i cM(x) = 0, cM(0) = b1 (2.5)

The transport matrix cM(x) carries information about the detailed spatial variation ofb∆(x) as well as information on the asymptotics of this quantity.
Assuming all spatial variation of b∆(x) takes place in a finite region of the x-axis, the

asymptotic behaviour of cM(x) can be written as
cM(x→∞) = exp

h
x bN(∞)i bU

cM(x→ −∞) = exp
h
x bN(−∞)i bV (2.6)

where the matrices bU and bV have determinants of unity6. It is these matrices that
encapsulate the cumulative effects of the spatial variation of b∆(x) and yield a suitably
general parametrization of the problem.
In the case where the spatial variation of b∆(x) takes place over an infinite region of

the x-axis, there will be a modification of the asymptotic behaviour given in (2.6); we
consider a specific example of this later.
On taking into account the “right” equation of motion G · (z−H) = 1, in addition to

that of the “left,” (2.2), we are led to write

bG(x, x0) = cM(x) bAcM−1(x0) ¡−ibσ1¢ , x > x0

= −cM(x) bBcM−1(x0) ¡−ibσ1¢ , x < x0
(2.7)

where the matrices bA and bB are to be determined. The jump condition, following from
(2.3), is bG(x;x0) ¯̄̄x=x0+

x=x0−
= −ibσ1 (2.8)

and applied to (2.7) yields bA+ bB = b1. (2.9)

The Green’s function bG(x, x0) is the solution to (2.3) that remains bounded as |x|, |x0|→
∞. The eigenvalues of bN(x) are written7±λ (x) where Re [λ (x)] > 0. This results in cM(x)

5 bM(x) is termed a transport matrix since it transports “eigenfunctions” ψ(x) of the Dirac equation

obeying
£
−i∂xbσ1 + b∆(x)¤ψ(x) = zψ(x) along the x-axis: ψ(x) = bM(x)ψ(0).

Note that in contrast to [1], bM(x) achieves the value of unity at x = 0 rather than at the left boundary
of the interval, which here is taken to be x = −∞.

6Equation (2.5) implies det[ bM(x)] = det[ bM(0)] exp
¡R x

0
dx0 tr[ bN(x0)]¢. bN(x) has the property

tr[ bN(x)] = 0 and, by choice, bM(0) = b1. Thus det[ bM(x)] = 1 and this forces bU and bV to also have
determinants of unity.

7With the notation kb∆(x)k2 ≡ [∆2(x)]
2 + [∆3(x)]

2, the eigenvalues of N(x) are ±λ (x) where
λ (x) =

p
kb∆(x)k2 − z2; the square root is cut along the negative real axis and the branch selected

has Re [λ (x)] > 0.
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having exponentially growing parts for large |x| and it is necessary to eliminate these from
the Green’s function. We shall use projection operators bP±(x) with the propertiesbN(x) bP±(x) = ±λ(x) bP±(x)

bP+(x) + bP−(x) = b1, bP+(x) bP−(x) = 0 (2.10)

to achieve this elimination. Taking into account (2.6), we see that a bounded Green’s

function only results if bA and bB in (2.7) have the form

bA = bU−1 bP−(∞) bA0 bP−(−∞)bV
bB = bV −1 bP+(−∞) bB0 bP+(∞)bU (2.11)

with bA0 and bB0 additional matrices that are to be determined.
A property of (2.11) is that bA bB = 0 = bB bA. Combining this with (2.9) implies that bA

and bB are projection operators (neither bA nor bB can vanish, since the non-vanishing one
would be the identity matrix and the Green’s function would then become unbounded).

Consequently, the eigenvalues of both bA and bB are 0 and 1 so

tr bA = 1, tr bB = 1. (2.12)

Applying (2.12) to (2.11) yields

tr
hbU−1 bP−(∞) bA0 bP−(−∞)bV i = 1

tr
hbV −1 bP+(−∞) bB0 bP+(∞)bUi = 1.

(2.13)

Without loss of generality, we can choose bA0 and bB0 to be a scalar multiple of the identity
matrix, or effectively scalars8, thus we take

A0 =
1

tr
hbU−1 bP−(∞) bP−(−∞)bV i , B0 =

1

tr
hbV −1 bP+(−∞) bP+(∞)bUi . (2.14)

It is shown in appendix A that A0 ≡ B0 and we define

S = tr
h bP+(∞)bU bV −1 bP+(−∞)i ≡ tr h bP−(−∞)bV bU−1 bP−(∞)i , (2.15)

then the Green’s function is given by

bG(x, x0) = cM(x) bU−1 bP−(∞) bP−(−∞)bV
S

cM−1(x0) ¡−ibσ1¢ , x > x0

= −cM(x) bV −1 bP+(−∞) bP+(∞)bU
S

cM−1(x0) ¡−ibσ1¢ . x < x0.

(2.16)

In the problem defined on a finite interval, there is a choice of boundary conditions
compatible with Hermiticity of the Hamiltonian and consequently a family of possible
Green’s functions. By contrast, on the infinite line, the Green’s function is subject only
to the requirement of boundedness and this results in a unique Green’s function.

8 bA0 and bB0 can be taken as a scalar multiple of the unit matrix, or effectively, scalars, since e.g.bP−(∞)bA0− bP−(−∞) = constant × bP−(∞)bP−(−∞). Thus the only role of the matrix bA0 is to fix the
value of the constant multiplying bP−(∞)bP−(−∞).
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3. Evaluation of the Fredholm Determinant

Equation (1.6) requires the evaluation of

Tr
³ bG− bG0´ ≡ ∞Z

−∞
dx tr

h bG(x, x)− bG0(x, x)i (3.1)

and as an intermediate step we shall determine

Z L2

−L1
dx tr

h bG(x, x)i.
First we note, on taking the trace of (2.3), that tr

h bG(x, x0)i is continuous at x = x0,

thus we can take tr
h bG(x, x)i from e.g. the limit of the x < x0 part of the Green’s function:

tr
h bG(x, x)i = tr hcM−1(x)ibσ1cM(x)bV −1 bP+(−∞) bP+(∞)bUi /S. (3.2)

Equation (3.2) may be written in a useful form by using the following result, which
follows from differentiating (2.5) with respect to9 z,

cM−1(x)ibσ1cM(x) = ∂x

ÃcM−1(x)dcM(x)
dz

!
. (3.3)

When used in (3.2), (3.3) yields

tr
h bG(x, x)i = ∂x tr

"cM−1(x)dcM(x)
dz

bV −1 bP+(−∞) bP+(∞)bU
S

#
(3.4)

and this last equation can be integrated10:Z L2

−L1
dx tr

h bG(x, x)i = tr

"cM−1(L2)dcM(L2)
dz

bV −1 bP+(−∞) bP+(∞)bU
S

#

+tr

"
dcM−1(−L1)

dz
cM(−L1) bV −1 bP+(−∞) bP+(∞)bU

S

#
.

(3.5)

We assume that L1 and L2 are sufficiently large that cM(−L1) and cM(L2) have achieved
9Differentiating (2.5) with respect to z yields

£
∂x − bN (x)

¤
d bM(x)/dz = iσ1 bM(x). The left side of

this equation can be written as
£
∂x − bN (x)

¤ £ bM(x) bM−1(x)d bM(x)/dz
¤
= bM(x)∂x

£ bM−1(x)d bM(x)/dz
¤

and from this (3.3) follows.
Eq. (3.3) applies for all values of x and by taking a limiting procedure, it may be explicitly verified

that (3.3) applies for the particular case x = 0.
10For the second term in (3.5) we have found it convenient to replace bM−1d bM/dz by −

¡
d bM−1/dz

¢ bM.
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their asymptotic forms (2.6), then e.g.

tr

"cM−1(L2)dcM(L2)
dz

bV −1 bP+(−∞) bP+(∞)bU#

= tr

·bU−1e−L2 bN(∞) d
dz

³
eL2 bN(∞) bU´ bV −1 bP+(−∞) bP+(∞)bU¸

= tr

·
e−L2λ(∞)

d

dz

h³
eL2λ(∞) bP+(∞) + e−L2λ(∞) bP−(∞)´ bUi bV −1 bP+(−∞) bP+(∞)¸

= SL2
dλ(∞)
dz

+ tr

·
d

dz

h bP+(∞)bUi bV −1 bP+(−∞) bP+(∞)¸+O(e−2L2λ(∞))

= SL2
dλ(∞)
dz

+ tr

· bP+(−∞) bP+(∞) d
dz

h bP+(∞)bUi bV −1 bP+(−∞)¸+O(e−2L2λ(∞))

(3.6)

(in the last equation we have used bP+(−∞) = h bP+(−∞)i2 and cyclic invariance of the
trace). Henceforth, we shall neglect exponentially small terms which will ultimately
vanish when the limits L1,2 →∞ are taken.
Proceeding as above with the second term in (3.5) we find we can writeZ L2

−L1
dx tr

h bG(x, x)i

= tr

" bP+(−∞) bP+(∞)
S

d

dz

h bP+(∞)bU bV −1 bP+(−∞)i#+ d

dz
[L2λ(∞) + L1λ(−∞)]

= tr

·
1

S

d

dz

h bP+(∞)bU bV −1 bP+(−∞)i¸+ d

dz
[L2λ(∞) + L1λ(−∞)]

− tr
" bP+(∞)bU bV −1 bP+(−∞)

S

d

dz

h bP+(−∞) bP+(∞)i# .

(3.7)

The last term in this expression is independent of bU and bV sincebP+(∞)bU bV −1 bP+(−∞)/S = constant × bP+(∞) bP+(−∞) and taking the trace of each side
of this equation indicates that the constant has the value

1/tr
h bP+(∞)P+(−∞)i. Equation (3.7) therefore yieldsZ L2

−L1
dx tr

h bG(x, x)i =
d

dz
ln
h
tr
³ bP+(∞)bU bV −1 bP+(−∞)´i

+ terms independent of bU and bV .
(3.8)

The terms independent of bU and bV depend on the projection operators P+(±∞) and these
are determined solely by the asymptotic limits of b∆(x). These terms are, in general, only
guaranteed to cancel with corresponding terms inZ L2

−L1
dx tr

h bG0(x, x)i providing the asymptotic limits of b∆0(x) are identical to those ofb∆(x). This is the origin of the restriction b∆(±∞) = b∆0(±∞) that we imposed on the
masses.
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Proceeding, we find in the limit of infinite L1 and L2:

∞Z
−∞

dx tr
h bG(x, x)− bG0(x, x)i = d

dz
ln

 tr
³ bP+(∞)bU bV −1 bP+(−∞)´

tr
³ bP+(∞)bU0 bV −10

bP+(−∞)´
 (3.9)

and using (1.6) we have

d

dz
lnDet

µ
z −H

z −H0

¶
=

d

dz
ln

 tr
³ bP+(∞)bU bV −1 bP+(−∞)´

tr
³ bP+(∞)bU0 bV −10

bP+(−∞)´
 . (3.10)

For non-singular mass terms in H and H0, it may be proved that in the limit of “high
energies,” where |z|→∞ along any ray through the origin, not coinciding with the real

axis,
tr
³ bP+(∞)bU bV −1 bP+(−∞)´

tr
³ bP+(∞)bU0 bV −10

bP+(−∞)´ tends to unity. Det
µ
z −H

z −H0

¶
also shares this property

and this allows us to integrate (3.10) with the result

Det

µ
z −H

z −H0

¶
=
tr
³ bP+(∞)bU bV −1 bP+(−∞)´

tr
³ bP+(∞)bU0 bV −10

bP+(−∞)´ . (3.11)

This is our principal conclusion. We see that the considerable amount of information
contained in the Fredholm determinant is also contained in the 2× 2 matrices character-
izing the asymptotic spatial behaviour of bG(x, x0).
The above equation gives the Fredholm determinant when the spatial variation of b∆(x)

is contained in a finite region of space. In appendix B, we consider b∆(x) = bσ2 tanh(x) as
a simple, exactly soluble example where the mass term has a variation over all space.
It is interesting to note that there is a formula very closely related (3.11) for one-

dimensional Schrödinger Hamiltonians and in appendix C we outline the derivation of
this result.

4. Discussion

In this work we have considered a pair of Dirac operators and derived a relation be-
tween their Fredholm determinant and the matrices characterizing the asymptotic spatial
properties of the associated Green’s functions. As in [1] an effective reduction in the
dimensionality is exhibited: the determinant of an infinite matrix is related to a simple
function of finite matrices.
Of the 2×2 matrices on which the final result (3.11) depends, the projection operatorsbP±(∞) are simple constructs of b∆(±∞) and require no calculation. The matrices carrying

non-trivial information are bU and bV and these can only be found by “integrating” the
transport equation (2.5) out to distances beyond the range of variation of b∆(x). As
pointed out in [1], the transport matrix cM(x) may be calculated in closed form in a

stratified system where b∆(x) has a piecewise constant variation and this may be adequate
for some of the applications of this work.
A quantity which has been studied in connection with Dirac operators is the fractional

Fermionic charge; a quantity proportional to the spectral asymmetry
P

n sgn(En) (see e.g.
Ref.[8] and references therein). The spectral asymmetry may be shown to be a topological

invariant determined only by the asymptotic limits of b∆(x). Thus the restriction on the
mass terms, which arose naturally in the course of the calculation, b∆(±∞) = b∆0(±∞),
implies that the mass terms in both H and H0 lie in the same topological sector and
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correspond to the same spectral asymmetry (or fractional charge). The Fredholm deter-
minant investigated in this paper therefore summarizes the effects of local differences in
the mass terms of the two Hamiltonians.
Let us end this work by briefly discussing a use of the results presented here. In the

determination of the profile b∆(x) of a “soliton” coupled to Fermions, it is necessary to
minimise the free energy of the system. A quantity that appears in the free energy (see e.g.

[4]) is lnD(iωm) ≡ lnDet
³
iωm−H
iωm−H0

´
where ωm are Matsubara frequencies. For many cases

of interest b∆(−∞) 6= b∆(+∞) and the results of this work may be directly used to express
lnD(iωm) in terms of the 2×2 matrices underlying the problem. In comparison with the
first quantized operators (with their infinite number of matrix elements and eigenvalues),
the 2× 2 matrices may be far easier to use and also more readily approximated.
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Appendices

A. Proof of tr
h bU−1 bP−(∞) bP−(−∞) bV i = tr h bV −1 bP+(−∞) bP+(∞) bUi

In this appendix, we provide a proof of the above relation; a result used in section 2 of
this work.
We shall give the proof in two steps:

(i) we show that tr
hbU−1 bP bV i = tr

hbV −1 bQbUi where bP and bQ are 2 × 2 projection
operators obeying bP + bQ = b1, bP bQ = 0.
(ii) we show that we can make the identifications bP−(∞) bP−(−∞) = α bP ,bP+(−∞) bP+(∞) = α bQ with α a scalar.
The combination of (i) and (ii) yields the required result.

A.1. Proof that tr
hbU−1 bP bV i = tr hbV −1 bQbUi

Let us define bT = bV bU−1 (A.1)

and because bU and bV have determinants of unity,

det bT = 1. (A.2)

We thus have to show that
tr
h bP bTi = tr h bQbT−1i . (A.3)

Consider
tr
h bP bTi− tr h bQbT−1i = tr

h bP bTi− tr h³b1− bP´ bT−1i
= tr

h bP ³bT + bT−1´i− tr h bT−1i . (A.4)

Because of (A.2), we have11 bT + bT−1 = tr h bT−1i · b1 (A.5)

and using

tr
h bPi = 1, (A.6)

we have that the right side of (A.4) identically zero and (A.3) is established.

A.2. Identifying bP−(∞) bP−(−∞) and bP+(−∞) bP+(∞) with projection operators
To prove that bP−(∞) bP−(−∞) and bP+(−∞) bP+(∞) are, up to a common factor, complete
and orthogonal projection operators we need to establish orthogonality and completeness.
Let us write bp = bP−(∞) bP−(−∞), bq = bP+(−∞) bP+(∞) (A.7)

then orthogonality entails bpbq = 0 = bqbp (A.8)

and on inspection this is seen to hold.

11The result in (A.5) may be simply proved by applying the Cayley—Hamilton theorem to bT−1. This
states that bT−1 obeys ¡bT−1¢2− bT−1 tr ¡bT−1¢+det¡bT−1¢b1 = 0. Mutliplying this equation by bT , using
(A.2) and rearranging immediately yields (A.5).
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To prove completeness, we need to show

bp+ bq = scalar× b1. (A.9)

A simple way to demonstrate this is to write

bP±(±∞) = 1

2

hb1±−→ω (±∞) ·−→σ i , all combinations of signs, (A.10)

where −→ω ·−→σ = ω1σ
1 + ω2σ

2 + ω3σ
3. (A.11)

Using (A.10) and (A.7) yields, from the properties of the Pauli matrices,

bp+ bq = 1

2
[1 +−→ω (−∞) ·−→ω (∞)]× b1. (A.12)

Thus with (A.8) and (A.12) we have established that bP−(∞) bP−(−∞) andbP+(−∞) bP+(∞) are, up to a common scalar factor, a complete and orthogonal set of
projection operators.

With the above results we have proved the equation in the title of this appendix.

Let us state an interesting extension of the results of this appendix which underlies the
construction of the Green’s function in section 2. Let bP and bQ be 2×2 matrix projection
operators with bP + bQ = b1, bP bQ = 0 and let bU and bV be 2 × 2 matrices of determinant
unity. If bP 0 ≡ bU−1 bP bV / tr³bU−1P bV ´, bQ0 ≡ bV −1 bQbU/ tr³bV −1 bQbU´, then bP 0 and bQ0 are
also projection operators obeying bP 0 + bQ0 = b1, bP 0 bQ0 = 0.
B. Calculations for the mass term b∆(x) = bσ2 tanh(x)
In this appendix, we calculate the Fredholm determinant for the mass term

b∆(x) = bσ2 tanh(x). (B.1)

Up to a unitary transformation and a rescaling of lengths and energies, the above choice
for b∆(x) corresponds to the topological soliton or kink that exists in the dimerization of
the linear molecule trans-polyacetylene [3].
Associated with (B.1) is the matrix

bN (x) ≡ ibσ1 hz − b∆(x)i = ibσ1z + bσ3 tanh(x) (B.2)

with the asymptotic values bN (±∞) = ibσ1z ± bσ3. (B.3)bN (±∞) both have eigenevalues ±λ where
λ =

p
1− z2, (B.4)

and the same definition for the square root as given in footnote 7 is used.
The transport matrix cM(x), (2.5), is found to be

cM(x) =
 cosh(λx)

iz

λ
sinh(λx)

λ sinh(λx)− tanh(x) cosh(λx)
iz

λ cosh(λx)− tanh(x) sinh(λx)
λ

 . (B.5)
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Let us consider the behaviour of cM(x) for large positive x. Using the abbreviations
c = cosh(λx), s = sinh(λx), t = tanh(x) (B.6)

we can write, with no approximation,

cM(x) = cM∞(x) + (1− t)

Ã
0 0
c

iz

s

λ

!
, cM∞(x) =

 c
izs

λ
λs− c

iz

λc− s

λ

 . (B.7)

cM∞(x) is the matrix obtained by setting tanh(x) = +1 in cM(x). It is evident from
(B.7) that cM(x) does not behave as exbN(∞) bU for large positive x: cM∞(x) can be shown
to behave in this way but (1 − t)

Ã
0 0
c

iz

s

λ

!
contains terms involving e−2nx±λx (n =

1, 2, 3...) and for some values of z, e−2nx+λx may grow exponentially with x. This appears
to be a problem, since the requirement of boundedness of the Green’s function forced us
to project away the exponentially growing part of cM(x), and now we apparently have
more than one part that grows exponentially with x. That this is not a problem becomes
clear if we note that (B.7) can be written as

cM(x) = ·b1 + (1− t)

iz

µ
0 0
1 0

¶¸ cM∞(x) (B.8)

and therefore projecting away the growing part of cM∞(x) automatically eliminates all
growing parts of cM(x).
It is thus natural to generalize (2.6) by defining a matrix bU via cM∞(x):

cM∞(x) = exp hx bN(∞)i bU (B.9)

(in the present example, this form holds for all x and not just large positive x). A

related matrix, bV , is defined in terms of cM−∞(x) which is obtained from cM(x) by setting
tanh(x) = −1:

cM−∞(x) ≡
 c

izs

λ
λs+ c

iz

λc+ s

λ

 = exp
h
x bN(−∞)i bV (B.10)

and we find that bU = µ 1 0
i/z 1

¶
, bV =

µ
1 0
−i/z 1

¶
. (B.11)

To calculate the Fredholm determinant, we write

cM(x) = bO∞(x) exp hx bN(∞)i bU
cM(x) = bO−∞(x) exp hx bN(−∞)i bV (B.12)

where bO∞(x) may be identified from (B.8) and bO−∞(x) follows from the analogous equa-
tion involving cM−∞(x).
Note that

lim
x→±∞

bO±∞(x) = b1, det
h bO±∞(x)i = 1 (B.13)
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and these properties allow the method of section 3 to be applied, and lead to a result of
identical form to that of (3.11) (but with bU and bV defined by (B.9, B.10)):

Det

µ
z −H

z −H0

¶
=
tr
³ bP+(∞)bU bV −1 bP+(−∞)´

tr
³ bP+(∞)bU0 bV −10

bP+(−∞)´ . (B.14)

Let us evaluate the above formula when the mass term appearing in H0, b∆0(x), is given
by b∆0(x) = bσ2 sgn(x). (B.15)

In this case bU0 = b1, bV0 = b1 (B.16)

and we obtain

Det

µ
z −H

z −H0

¶
=

√
1− z2√

1− z2 + 1
. (B.17)

More generally, if other choices of the mass term lead to a transport matrix with the
asymptotic forms

cM(x→∞) = bO∞(x) exp hx bN(∞)i bU
cM(x→ −∞) = bO−∞(x) exp hx bN(−∞)i bV (B.18)

and bO±∞(x) have the properties of (B.13), then (B.14) will again yield the relationship
between the Fredholm determinant and the 2× 2 matrices characterizing the problem.

C. Schrödinger Hamiltonian

In this appendix, we provide a derivation of an expression for the Fredholm determi-
nant for a one dimensional Schrödinger operator with a spatially varying potential v(x),
showing how closely the results resemble those of the Dirac operator.
To avoid a proliferation of symbols, we shall use the same symbols in this appendix as

in the body of the paper with the understanding that they are defined for the Schrödinger
problem rather than the Dirac one.
The Green’s function for a Schrödinger Hamiltonian, G(x, x0), is taken to obey£

z − ¡−∂2x + v(x)
¢¤
G(x, x0) = δ(x− x0), (C.1)

and on introducing

F (x) ≡ F (x, x0) =
µ

G(x, x0)
∂xG(x, x

0)

¶
(C.2)

we can write (C.1) as h
∂x − bN(x)iF (x) = δ(x− x0)

µ
0
1

¶
(C.3)

where12 bN(x) = µ 0 1
v(x)− z 0

¶
. (C.4)

12The eigenvalues of the Schrödinger bN(x) matrix are ±pv(x)− z; i.e. different from those of the

Dirac problem.
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Next we define a 2×2 transfer matrixM(x) obeying (2.5) with bN(x) now given by (C.4).
Assuming all variation of the potential takes place in a finite region of the x-axis,

asymptotic behaviour of the form of (2.6) applies. It then follows, by very similar con-
siderations to the Dirac case, that

G(x, x0) =
¡
1, 0

¢ cM(x) bU−1 bP−(∞) bP−(−∞)bV
S

cM−1(x0)µ 0
1

¶
, x > x0

= − ¡ 1, 0
¢ cM(x) bV −1 bP+(−∞) bP+(∞)bU

S
cM−1(x0)µ 0

1

¶
, x < x0.

(C.5)

Note that for any 2 × 2 matrix, A, we have ¡ 1, 0
¢
A

µ
0
1

¶
≡ tr

·
A

µ
0 0
1 0

¶¸
and

furthermore, analogous to (3.3), we have

cM−1(x)µ 0 0
1 0

¶ cM(x) = −∂xÃcM−1(x)dcM(x)
dz

!
. (C.6)

It follows that

G(x, x) = ∂x tr

"cM−1(x)dcM(x)
dz

bV −1 bP+(−∞) bP+(∞)bU
S

#
(C.7)

and consequently

Det

µ
z −H

z −H0

¶
=
tr
³ bP+(∞)bU bV −1 bP+(−∞)´

tr
³ bP+(∞)bU0 bV −10

bP+(−∞)´ (C.8)

i.e. identical in form to the Dirac result, (3.11).
As an illustrative example, we consider the potential

v(x) = v0δ(x− a), a > 0 (C.9)

(cM(x) has its value specified at x = 0 and it would introduce inessential distractions to
place the delta function at the same point so we have located it elsewhere). Taking the
delta function as the limit of a local function of x, we find

bU = b1 + e−abN(∞)µ 0 0
v0 0

¶
eabN(∞), bV = b1. (C.10)

Taking H0 to correspond to a Hamiltonian with zero potential, we find, from (C.8) and

bP+(±∞) = 1

2

Ãb1 + bN(±∞)√−z

!
, bN(±∞) = µ 0 1

−z 0

¶
, (C.11)

that

Det

µ
z −H

z −H0

¶
= 1 +

v0√−z . (C.12)

This result for the Fredholm determinant coincides with the result found by other meth-
ods.
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